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The image that Europe is currently presenting could hardly be more contradictory: isolationism,

populism, scepticism about EU institutions are all mixed in with a newly blossoming

euphoria about the European idea. Does Europe need a reset? At the moment it mainly needs 

a direction. In the face of democratic crises, climate change, structural change and the hate 

that exists in society, the people of Europe need new ways of solving pressing problems. Can 

culture help to win back the trust of Europe’s citizens and create a European public sphere? Can 

it generate more unity and defend Europe’s existential values of human rights, multilateralism, 

freedom of the press and opinion? The contributors to this Culture Report look for answers to 

these questions.
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the horror and trauma that it brought to their lives. Zippel comments: 

'My photos document the destruction of this region and its people and 

remind us of a war that raged in the heart of Europe 20 years ago, but 

that is still far from over elsewhere in the world'.

Chapter 2: RESET EUROPE – CRISIS AS OPPORTUNITY

A call to action By Emmanuel Macron      124
Lifesaving medicine for the world By Federica Mogherini    134
What unites Europe? By Heinrich August Winkler    137
How can Europe gain new strength? By Heribert Prantl    142
More politics? By Ulrike Guérot      156
Time to make Europe understandable By Martin Schulz    174
Revolution is in the air By Bogdan Góralczyk     178
Freedom for creative artists By Jagoda Marinić     184

Chapter 3: SOCIAL FRAGMENTATION – THE FIGHT TO CONTROL THE NARRATIVE

A short story about control By Anatol Itten     194
An exclusive claim to truth By Aleida and Jan Assmann     202
The loss of the public sphere By Eva Menasse     210
Writing in times of disaster By Åsne Seierstad     216
In defence of the do-gooders By Ilija Trojanow     220
The digital illusion By Jaron Lanier      226
The future rulers? By Thorsten Jelinek       244
Platform Europe By Johannes Hillje       253
Giving voices to the voiceless By Margaret Atwood    268
The power of conspiracy By Michael Butter     274
Press freedom under pressure By Frank Vogl     279

C ontent s



244

being experienced as an increase in everyday 
convenience. 

Risks and imbalances

On the downside, the rapid advancement 
and omnipotent nature of AI capabilities 
has been cautioned against and condemned 
as a source of unprecedented security and 
privacy risks as well as a source of severe so-
cial, economic, political, and international 
imbalances in the long term. In the past, the 
benefits of such dual-use or disruptive tech-
nologies eventually outweighed their harm, 
but this often took place only after a period 
of misuse and accidents that caused people 
and governments to demand further impro-
vements and regulations. 

As AI won’t be an outcome of only human 
agency but will increasingly develop into an 
independent agent of autonomous decision-
making itself, we cannot readily rely on those 
past experiences. However, over the next de-
cades the main risk is not that AI itself will 
cause immediate harm and long-term im-
balances, but our existing human relations, 

Technology has always been used for 
good or for harm, and it has funda-
mentally changed human relations 

by either extending or constraining both po-
wer and opportunity. Today, the discourse 
on widespread digitalisation and the rise of 
artificial intelligence (AI) amplifies both of 
these ethical dimensions. On the upside, AI 
is celebrated as a new source of innovation, 
economic growth, and competitiveness, as 
well as for the productivity and efficiency 
improvements that AI offers across all in-
dustries and sectors. Intelligent automation 
also promises to resolve some of the most 
urgent global challenges and achieve the 
United Nations' Sustainable Development 
Goals. The potential economic and social 
benefits of AI innovations can be tremend-
ous. For the majority, the rise of AI is already 

The future rulers? Artificial intelligence (AI) has many 
advantages, but also significant and hard-to-calculate 
drawbacks for society. For totalitarian regimes, AI is the 
perfect tool for exercising power. In liberal democracies 
AI can fuel lack of trust in politicians and institutions and 
lead to greater polarisation. Russian president Vladimir 
Putin underlined the strategic importance of artificial 
intelligence when he said, ‘Whoever becomes the leader 
in this sphere will become the ruler of the world.’ 
By Thorsten Jelinek
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algorithms are not able to abstract from one 
situation and apply general concepts to new 
contexts and tasks. Nor can algorithms au-
tomatically change the methodology of lear-
ning itself. 

While the application of AI systems can 
be extremely efficient and scalable, training 
AI systems still takes a long time, is extreme-
ly costly, and is much more inefficient than 
how humans learn. From the perspective of 
collective intelligence, AI cannot build or 
compete against large and complex social 
organisations, which is the human abili-
ty that arguably distinguishes humankind 
from nature. In short, since the rise and coll-
ection of mass data, AI has advanced rapid-
ly, but it will not advance rapidly enough to 
match the apologetic or dystopian fantasies 
of a post-humanist and post-evolutionist era 
anytime soon. 

The level of risk attributed to AI is not 
a matter of optimism or pessimism but one 
of understanding how AI serves existing hu-
man behaviour and how it can alter power 
relations. Even before AI reaches or exceeds 
human-level intelligence, the disruptions of 
AI will be twofold; they will be immediate 
and felt directly, and they will be structu-
ral and unfold over a longer period of time. 
Regarding the former, AI’s immediate risks 
relate to the existing landscape of cyberse-
curity threats, which will change tremend-
ously due to the malicious use of AI. The-
re has been a steep increase in traditional 
cybersecurity breaches and cybercrime in-
cidences that mainly threaten individuals, 
businesses, and national infrastructures. 

practices, and intentions and thus how AI 
will be applied is the primary cause and sour-
ce of disruption. AI won’t be external to hi-
story but perpetuate and probably accelerate 
the current trajectory of humankind, and as 
history has entered a downward spiral and 
become more divided and unsustainable, the 
risk of experiencing more of the downside of 
AI is very high.

Science or science fiction?

With AI on the rise, coupled with other 
disruptive technologies such as 5G, the In-
ternet of Things (IoT), robotics, quantum 
computing, and biosynthetics, our imagina-
ry distance between science fiction and real 
science has shrunk considerably. AI already 
beats humans in difficult tasks like playing 
chess, Go and other complex strategy games, 
or when conducting medical and legal di-
agnoses. Besides the intelligent automati-
on of control systems, computer vision and 
language processing have received the most 
attention in recent years and vastly outper-
form certain forms of human perception and 
expression. 

Yet AI is still far away from mimicking 
human-level intelligence or reaching su-
perhuman intelligence, and it still needs to 
overcome engineering bottlenecks related 
to creative and social intelligence. Today’s 

‘Today’s algorithms are not able 
to abstract from one situation and 
apply general concepts to new con-
texts and tasks. Nor can algorithms 
automatically change the methodo-
logy of learning itself.’
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nectedness of computer networks. It won’t 
be possible to prevent those threats, but it 
will only be possible to mitigate them. For 
many governments, it’s not a question if but 
when severe cybersecurity incidences will 
occur. The risk is independent of specific 
technology providers. 

Economic imbalances

In addition to these immediate risks, the-
re are longer-term structural risks associated 
with AI, which are more difficult to anti-
cipate, but their impact will be even more 
widespread and pervasive. This is simply be-
cause technology is not external to us, deve-
loping independently of history. Instead, it 
is deeply interwoven with history, and the 
current trajectory of humankind shows litt-
le sign of escaping from today’s downward 
spiral of economic, societal, political, and 
international relations. Economically, mass 
labour displacement, underemployment, and 
de-skilling are likely outcomes of intelligent 
automation and augmentation. AI directly 
competes with human intelligence, which 
was spared from automation during previous 
industrial revolutions. 

AI will not just target knowledge work 
but continue automating the physical labour 
that escaped previous waves of rationalisa-
tion. As a consequence, governments must 
prepare for profound structural changes. 
Widespread automation and aging socie-
ties will reduce the labour force and labour 
as a major source of tax revenue. In additi-

These are caused by individual criminals, 
organised crime groups, terrorists, and states 
or state-sponsored actors, and they primarily 
involve the disruption of digital and physical 
systems, theft, and cyber espionage. 

Cybersecurity threats

Cyberwarfare is a combination of all of 
these and also involves information and psy-
chological operations to manipulate public 
opinion. Due to its scalability and efficiency 
as well as the increasing psychological di-
stance between the attacker and the target, 
the malicious use of AI will lead to the ex-
pansion of existing cybersecurity threats, 
create entirely new forms of cyber-physical 
threats, and carry out attacks and crimes that 
are much more targeted by optimising the 
trade-off between effort and harm or gain. 

Due to such a changing landscape of im-
mediate threats and risks, cybersecurity (and 
more recently AI) has become a matter of na-
tional security and military priority. While 
the next generation of mobile networks, or 
5G, makes it possible to connect everything 
with everything and with everyone, at home, 
in the office, in factories, and in smart cities, 
AI provides automation for the purpose of 
efficiency and convenience. The combinati-
on of both technologies will tremendously 
expand the surface for cyber-physical thre-
ats and accidents. It will further compli-
cate both the deterrence and attribution of 
cyber-attacks or other hacking exploits due 
to the increasing complexity and intercon-
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between rich and poor countries but also 
among the rich countries. The United States 
has the most unequal wealth distribution 
among all OECD countries. 

Feeding ground for social unrest

While a small group of transhumanists 
will effect and enjoy the privileges of digital 
upgrading, the number of those who are left 
behind will likely increase and add to the 
feeding ground for social unrest, populism, 
and nationalism. Before societies are able 
to change the meaning of labour and find 
new sources for improving human dignity, 
automation will reinforce individualism, ali-
enation, and loneliness, and it will threaten 
both physical and psychological well-being 
and social cohesion. 

State and political actors will make more 
use of AI technologies. While businesses em-
ploy AI to segment people even more precise-
ly as consumers and compete for their atten-
tion, political and state actors do so to better 
understand citizens as persuadable voters, 
followers, or potential security threats. This 
can help make countries more secure and the 
political process more efficient if AI is used 
responsibly and balances between economic 
growth, social good, and national security. 
However, AI increases the structural risk 
of shifting the power balance between the 
state, the economy, and society by limiting 
the space for autonomy. 

Through AI-enabled mass surveillance, 
psychological operations, and the weaponi-

on, market forces have already caused the 
concentration of data, AI technologies, and 
human talents. Research and development 
increasingly shifts from publicly-funded 
to privately-owned laboratories of large AI 
platform companies that are less willing to 
share their intellectual property for the so-
cial good. 

Digital kleptocracies

While the Internet initially lowered 
hurdles to setting up businesses, AI raises the 
bar again, which can lead to digital klepto-
cracies and AI mercantilism if the zero-mar-
ginal-cost economy remains unregulated. 
While rich countries will be able to afford 
a universal basic income for those who will 
not be able to re-skill, low- and middle-in-
come countries won’t be able to do the same 
and risk becoming trapped in their stages of 
development. AI coupled with data — the 
‘new oil’ on which machine learning thrives 
— will disrupt the global division of labour. 

Countries that can’t catch up with ad-
vanced automation to improve their compe-
titiveness will be left further behind. Labour, 
and especially cheap labour, won’t provide 
a sufficient comparative advantage in the 
future, and this will render previous deve-
lopment models obsolete. Income inequality 
has already reached alarming levels, not just 

‘Research and development increa-
singly shifts from publicly-funded 
to privately-owned laboratories 
of large AI platform companies 
that are less willing to share their 
intellectual property for the social 
good.’
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A fierce global competition over AI su-
premacy is already raging and threatening 
to disrupt existing international relations. 
All of the leading economies have laid out 
or updated their AI national strategies with 
the goal of promoting the development of 
nascent AI capabilities and ecosystems and 
being able to compete globally. The Russi-
an president, Vladimir Putin, most clear-
ly stated the strategic importance of AI in 
2017 when he said, ‘Whoever becomes the 
leader in this sphere will become the ruler 
of the world.’ Russia is not leading the AI 
race; currently, the United States leads the 
race, followed closely by China. The Uni-
ted States wants to maintain its ‘leadership 
in AI’, while China aspires to become the 
‘primary centre for AI innovation’ by 2030. 

Europe also seeks to become the ‘world-
leading region for cutting-edge AI’, but it 
is lagging behind the United States and 
China in its number of AI talents and busi-
nesses, filed patents, published research pa-
pers, and investments into the AI industry 
for research and development. All govern-
ments emphasise AI as a source of growth 
and competitiveness. At the same time, AI 
is classified as a ‘dual-use’ technology and is 
therefore subject to national security, export 
controls, and FDI screening mechanisms. 
Governments have hastily passed new regu-
lations to mitigate cybersecurity risks, en-
sure privacy protection, and empower law 
enforcement. The new regulations also pro-
tect domestic markets under the banner of 
digital and data sovereignty. The head-to-
head race has extended to national defence 

sation of information, states and political 
actors might seek to acquire a disproportio-
nate amount of power or amplify populism. 
The two poles of this political risk scenario 
are totalitarianism and tyranny of the ma-
jority. In both cases, the struggle over po-
wer dominates the struggle over progress and 
threatens the pillars of modern states and 
governments — bureaucracy, rule of law, and 
accountability. While authoritarian states 
could slide into totalitarian regimes by ex-
erting pervasive state control and repression 
of differences, democracies could witness the 
erosion of their institutions, the polarisation 
of their entire societies, and the disintegrati-
on of their ‘public morality’ and ‘manufactu-
ring consent’. Unfortunately, we can already 
witness the world sliding towards either pole 
of political imbalances.

Fierce global competition

AI is not the cause, but it is an increasin-
gly weaponised tool used both within and 
beyond national boundaries to disrupt the 
political process of adversarial countries. 
The Edward Snowden and Cambridge 
Analytica affairs are the most known and 
disturbing cases of widespread cyber espio-
nage, privacy violation, the manipulation of 
public opinion and interfering in the demo-
cratic process within the West. Conversely, 
the West frequently accuses Russia, China, 
North Korea, Iran, and Syria of state or state-
sponsored cyber intrusions and attacks and 
of pervasive mass surveillance.
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sations dealing with cybersecurity and cyber 
operations, but cyberspace and AI enable 
cyber conflict while lacking international 
treaties and attempts to build familiarity, 
mutual trust, and confidence, especially bet-
ween the major powers. On the contrary, the 
United States is trying everything to decou-
ple its technology and research from that of 
China and is pushing its allies to do the same. 
The United States is doing this to confine 
China’s rise based on national security con-
cerns, yet it has failed to provide evidence of 
misconduct. In addition, conventional arms-
control treaties have been ripped apart or put 
into question. 

Debate on ethics and governance

While we cannot anticipate the outcome 
of the digital and AI revolution because hi-
story gives us little or no reference point for 
what could be the final technological revolu-
tion, such sobering lists of immediate threats 
and longer-term structural imbalances have 
sparked an international debate about the 
ethics and governance of AI. In this debate, 
the term ethics is often used to summarise 
those legitimate concerns about these po-
tential disruptions of AI. The debate about 
AI ethics and governance has resulted most 
notably in the definition of numerous AI 
principle frameworks worldwide, which have 
been primarily proposed by large Internet 
platforms and multinational corporations, 
as well as by international and non-govern-
mental organisations and governments. 

agencies that are preparing for a ‘hyperwar’ 
and making ‘battlefield-ready AI’ a priority. 
Most troubling of all is the development of 
lethal autonomous weapons (LAW). While 
the European Union is calling for a ban of 
‘automated killing robots’, the United States, 
China, Russia, and other countries are all 
advancing or acquiring LAW capabilities. 
Compared to conventional weapons, cyber 
weapons are low-cost and more easily acces-
sible, which will accelerate the diffusion of 
cyberwarfare and LAW capabilities. 

Risk of asymmetric conflicts

This will also empower otherwise weaker 
actors, thus tremendously increasing the risk 
of asymmetric conflicts. Due to the prolife-
ration of cyber technologies and the ongoing 
rush by many states (over 40 states) to ob-
tain offensive cyber capabilities for potential 
use in conflict, the actual risk of interna-
tional cyberconflict and cyberwarfare has 
increased significantly, that is using  digital 
technology by one country to disrupt vital 
digital systems of another country. Such pro-
liferation of technologies also holds the risk 
of ‘friendly fire’ and ‘second order conse-
quences’ because many cyber networks rely 
on some private sector infrastructure.

There are numerous international organi-

‘Through AI-enabled mass sur-
veillance, psychological operations, 
and the weaponisation of infor-
mation, states and political actors 
might seek to acquire a dispropor-
tionate amount of power or am-
plify populism.’



250

manity toward universal equality and di-
gnity. While many of these AI principles 
were quickly defined, the definition of new 
governance approaches, which are supposed 
to implement these principles, will be more 
difficult given AI’s complex and uncertain 
risk scenario.

Governance is the possibility for collabo-
ration directed by common principles. Col-
laboration is necessary, as each stakeholder 
faces different responsibilities and no stake-
holder alone can tackle AI risks in their en-
tirety. However, fundamental political and 
cultural differences especially between the 
major economic blocs undermine interna-
tional collaboration. Even so, collaboration 
and cooperation will become more urgent 
in the future to effectively address the risks 
of AI. Those fundamental differences make 
the looming ethics and governance gap see-
mingly insurmountable. Accordingly, the 
United States is a market foundationalist 
economy and individualist society following 
the motif of profit and personal self-fulfil-
ment. The government emphasises AI as an 
opportunity for research and development, 
growth, and job creation. Cybersecurity risks 
are treated as a liability. In contrast, the Eu-

Despite subtle but crucial differences 
in selecting and emphasising certain ethi-
cal principles, the various principle frame-
works commonly emphasise that future AI 
should be secure, safe, explainable, fair, and 
reliable, and they also stress that its benefits 
should be distributed across society. There 
seems to be an international consensus that 
AI should be developed and used for the gre-
ater good of humanity. It should be respon-
sible, human-centric, and trustworthy, and 
it should always retain human agency and 
human oversight.

The trajectory of history
 
Yet this positive framing primarily con-

firms, conversely put, that today’s ethics and 
governance are ill-equipped to prevent or 
sufficiently mitigate the disruptive forces 
of AI and that those potential forces are 
clearly of global and historical proportions. 
However, almost all frameworks analyse the 
risk of AI in a narrow sense: that is, without 
developing a link between the dual-use cha-
racter of the technology and the actual state 
of social, political, economic, and internati-
onal affairs. Those frameworks ignore how 
AI will most likely reinforce rather than alter 
the current trajectory of history as indica-
ted above. AI will increasingly make auto-
nomous decisions, but it won’t escape and be 
completely autonomous from human prac-
tices any time soon, and we cannot expect it 
to become a transcendent, super-beneficial, 
and human-centric compass directing hu-

‘Europe also seeks to become the 
“world-leading region for cutting-
edge AI”, but it is lagging behind 
the United States and China in its 
number of AI talents and busi-
nesses, filed patents, published re-
search papers, and investments into 
the AI industry for research and 
development.’
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United States and China have lost patience 
working together. Instead, they forcefully 
articulate and defend their otherness. 

Today’s global context brings us dan-
gerously close to a never-ending pre-war sce-
nario between China and the United States. 
Both powers are pushing towards the Thucy-
dides Trap. The past globalism of the 1990s 
and 2000s threatens to turn into a post-glo-
bal reality, one of competing national globa-
lists repeatedly failing to reach a consensus 
for the development of a new equilibrium 
and multilateral order. The disintegration 
of the World Trade Organization and erosi-
on of the old United States-led order brings 
us back to an era where ‘might is right’. It 
is an era of allegiances and fragmented bi-
lateralisms. It is an era of high uncertainty 
and seemingly uncontrollable risks, where 
many have lost trust in businesses, techno-
logy, and local and global institutions, cer-
tainly within the West. Europe has become 
more ‘real’. 

A precarious balance

Yet Europe’s realism is precarious as the 
region mainly balances between breaking up, 
heightened xenophobia, and protecting the 
‘European way of life’ but without the capa-
city for global stewardship. Like the United 
States, Europe has yet to find an escape path 
from the growing rift between its ‘Brahmin 
left’ and ‘merchant right’. Like the United 
States, Europe fails to represent the struggles 
and anxieties within its societies. Europe will 
remain sandwiched between a ‘protectionist’ 
United States, an ‘aggressive’ China, and the 
rivalry between the two countries. 

Although the United States seems to fear 
its future the most, China must also try har-
der to find a way to reduce such fear. For now, 

ropean Union stresses solidarity and a hu-
man rights approach to AI. According to 
the European Union, AI should be lawful, 
robust, and ethical. The mitigation of AI 
risks is a matter of regulation. 

In China, harmony and compassion are 
emphasised as the country’s underlying mo-
ral obligations. For the Chinese government, 
data and AI are a means of ensuring stability 
and discipline through surveillance and con-
trol. While Chinese people largely perceive 
the digital revolution as an opportunity, We-
stern people tend to emphasise its dangers. 
While the former has trust in their central 
government and in how it handles the digi-
tal revolution, the latter tend to be sceptical 
towards their governments. 

Pushing for responsibility

Undoubtedly, such representations omit 
the many differences within each region and 
the similarities across all the regions. People 
in the Europe, the United States, and China 
have become increasingly aware of the priva-
cy and security risks related to ubiquitous di-
gitalisation and AI. Governments have hasti-
ly sought to create a balance between security 
and autonomy to harness the benefits while 
simultaneously minimising the risks. Large 
Internet and AI platforms have been pushed 
to become more responsible. The big powers 
face the same challenges, but they approach 
them from different ends. Their differences 
are firmly rooted in their history and culture 
but are amplified these days. Especially, the 
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further harm is only prevented as each of the 
three powers is an important trading partner 
of the other two. Against such hyperbolised 
backdrop, it becomes obvious that AI will 
be used for good and for harm and to gain a 
strategic advantage over other competitors 
and rivals. Like capitalism, AI is disruptive 
and lacks the ethics of social good. There-
fore, it’s a matter of human agency, collabo-
ration and cooperation between stakehol-
ders on national and international levels that 
could break through the current downward 
spiral and largely ensure that technology is 
used for good. For the time being, AI won’t 
be history’s primary cause but a technolo-
gy with the high-risk amplifying history’s 
symptoms. 
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